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Context

Sparsifying deep neural networks is a fundamental challenge in deep learning. Deploying massive trained models into the wild faces significant obstacles, since even for basic tasks like image classification, the size of the model can easily become prohibitively large. As the model size directly affects the time required to perform inference, methods for reducing network size by removing connections and neurons have become highly important.

The Lottery Ticket Hypothesis (LTH) defined a surprising phenomenon that was noticed when attempting to obtain such sparse models. In a recent paper, Frankle and Carbin [3] advanced the hypothesis that dense, randomly initialized neural networks contain small subnetworks which, when trained in isolation, reach training accuracy comparable to the original network in the same number of passes. Hence finding such a small subnetwork (i.e. winning lottery ticket) would enable one to increase efficiency for both training and inference.

While this highly intriguing result posits the existence of good sparse subnetworks, it is unclear how to find them. A great body of work [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15, 16] has been dedicated to this task. However, current results are mostly empirical and present understanding of why sparsification even possible is far from being complete.

Goals

We propose a systematic investigation of this phenomenon in order to (1) understand what is the underlying structure of dense neural networks which allow the existence of “winning lottery tickets” and (2) derive efficient methods to find these sparse subnetworks.

The intern will be involved with both experiments and theory. The early phase of the project will consist of implementing a range of established methods for network sparsification [3, 8, 11, 16], in order to put in place a solid testbed for our projects. In parallel, the student will get familiarized with the existing literature on this topic, together with relevant established methods from classical optimization [13, 11, 2]. Once the preliminary set of experiments is in place, we will use them to guide our choices towards designing and analyzing new algorithms. The basic approach will start from understanding sparsification in the case of convex functions, which will then move towards the specific nonconvex functions that arise from canonical neural network architectures.

The final goal is to develop a series of principled methods that can recover the sparse subnetworks efficiently. A successful internship would result in a technical writeup matching the standards of flagship conferences, such as ICML/NeurIPS/ICLR.
Additional Information

We seek motivated candidates with a solid mathematical background. They should be familiar with the basics of continuous optimization, and be willing to learn and develop new theory. Prior exposure to programming and PyTorch/Tensorflow is recommended. In case of a successful project, the candidate will be encouraged to transition to a PhD. Students interested in this topic are encouraged to send an email to adrian.vladu@irif.fr.
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